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Emergency Situation
It was a dark and stormy night.  Portions of the city were already without power.  Lightening strikes disrupted some communications channels.  Straight line winds knocked down mature trees in several neighborhoods.  It was nothing terribly unusual for a late Spring weather system.  Except for a few fire crews and power company repair crews, the city slept – or tried to, blanketing down in basements or inside rooms.  By morning even the rain had stopped, although the clouds still pushed across and occasionally tucked back on themselves.  Some people would not make it to work, unable to get past downed trees.  Others would not come in due to repairs needed at home or in their neighborhoods, or just waiting for the power to come back on.
Once the work day started, people were pretty much doing “business as usual.”

It is a now during the noon hour.  At one business site, employees in a windowed conference room see the sky take on a greenish hue.  A visitor coming in from the parking lot feels the winds pick up dramatically.  Both the visitor and one of the meeting attendees call in their sightings to the weather hotline.  The Weather Service receives the two calls and alert their weather spotters, but hold back on a general or public announcement for validation of the information.  The weather service checks sensor data from weather stations setup at local schools and government buildings. 

In the same building as the two callers there works a trained Weather Spotter.  His weather alert station goes off and he heads out to his car where he has his main ham radio.  From the radio and then back in his office via computer, he inputs information about the weather situation.  With the sensor data and a certified storm spotter report the Weather Service has enough reliable information to initiate a severe weather warning.  The warning is sent via several communication protocols as an Emergency Data Exchange Language – Distribution Element (EDXL-DE). 
Technology Sidebar 1
“The OASIS EM-TC is developing the Emergency Data Exchange Language (EDXL), an integrating framework for a wide range of emergency data exchange standards to support operations, logistics, planning, and finance.  The EM-TC is involved in the joint effort of developing these standards based on requirements gathered from the Department of Homeland Security (DHS) Disaster Management Program within a well-defined process.  This collaborative process involves many agencies and practitioners.” 1
“The primary purpose of the Distribution Element is to facilitate the routing of any emergency message to recipients.  The Distribution Element’s ‘payload’ can be any type of message or document including XML, Word, Shape Files, Excel, etc. The Distribution Element [itself] may be thought of as a ‘container’.  It provides the information to route ‘payload’ message sets (such as Alerts or Resource Messages), by including key routing information such as distribution type, geography, incident, and sender/recipient ID’s.” 
  

In the narrative situation, the weather alert is represented in the Common Alerting Protocol (CAP) standard format and is considered the payload of the Distribution Element.  
>NEED ‘Trust’ defined and described.

Once you’ve established that you have trust, within the framework of EDXL compliancy, all information becomes a payload.  This makes routing of the information faster.  Multiple recipients can be serviced and multiple data packages can be contained with in a payload.  The distribution system is automatic.  The payloads may be standards based, as in the case of this weather alert, or may be proprietary content.  The payload in whatever its format will be processed by the recipients.
Now back to the Situation in Process

As the indications for a serious storm with probable tornados increase, additional alerts are sent with solid data as it is collected.  The Emergency Alerting System is activated and all people in the metropolitan area and two adjacent counties are advised to take shelter.
As actual tornados touch down, the Emergency Communications channels distribute the information to other situation analysis and alert systems, media and the public.  Tornados trace a path of destruction containing two parts, the swath of ground already hit and the future area of damage.  A Tornado Path Prediction situation analysis tool defines the expected path and feeds information back into the emergency alerting system.  Another situation analysis tool on the network, matches the geospatial information about the tornado’s path to a database of assets within the metro area.  This information can be used to specialize messages to warn those in the path and alert emergency responders to the anticipated damage.  
A tornado touches down along a parkway in the northern most part of Minneapolis. It is heading east.  Potential assets in its path include neighborhood houses, stores and services, a bridge crossing the Mississippi river, the main water supply plant for Minneapolis, Minneapolis K-9 unit training facility, a research lab, a defense supplier, an electrical plant, a chemical manufacturer, a major rail yard, and a scrap yard.  

The public, asset managers and participating systems in the path are notified.  The chemical manufacturer’s building system includes an operation to start an automatic safety shutdown and containment procedure of hazardous processes and materials.  Process workers are automatically alerted to move to the building’s ‘safe zone.’  The rail yard system alerts the control center operator and recommends all inbound trains be diverted or delayed.  The rail yard system estimates a train carrying fertilizer is five minutes from arriving at the yard.  The operator is able to approve the message to the train engineer to stop the train at its current location, south of the yard.  

Houses, stores, and restaurants are mangled by the tornado. the water supply plant is severely damaged.  The bridge may have structural damage.  An unmanned air vehicle is snatched up from the research lab grounds and most of it ends up at the rail yard.  The chemical manufacturing building is ripped through and a fire starts within the wreckage.  The rail yard is hit, toppling a train and several stacks of container cars.  The tornado lifts off and dissipates at the scrap yard, throwing debris up to half a mile into the surrounding neighborhood.
Technology Sidebar 2
The technologies that need to be noted are intrinsic to the architecture supporting the alerting, analysis and information sharing going on in this situation.  They are also core to the way the Emergency Data Exchange Language - Distribution Element standard is structured.  
· The DE is communications transport protocol agnostic and therefore can be handled by “simple protocols such as HTTP, Jabber, as well as more structured software transport such as SOAP and RSS.” 1
· Support Tools that abide by the Service Oriented Architecture (SOA) can be easily integrated as DE payload providers and as DE recipients and senders.  
· Sensors, systems or humans can provide content for DE.
· Human, Automated Systems and Human in the Loop Systems may be DE recipients.
The architecture and standards’ structure fosters information sharing and harvesting.  This enables faster, better incident response and mitigation.
Meanwhile in our Situation

Two Tornados -  South Minneapolis to Bloomington – Children's Theater Disaster, Hospital Disabled, Airport Disruption and Damage , Mall of America Parking Structures and Freeway Access, Nuclear Plant Concerns

Children’s Theater
> NEED Non-traditional information sources (proprietary system sensor data, building control systems, health informatics banks, expertise registries, non-emergency sector resource and supply agreements)
Sensor data from theater building.  Camera data on roadway access.  

Call for first response. 

CERT gets situational info and responds. At site, only one source of communication remains.
 CERT members from the South Minneapolis area arrive at the Children’s theater, they begin by organizing into teams, starting search and rescue and setting up a triage site. They initially receive all information through one members ham radio.  Once the first fire crew arrives, incident control is turned over to the Crew Chief and eventually when an incident command station is set up, command is passed to the assigned incident commander.  At each stage of the command change the communications structure is maintained via the National NICS policies.
Technology Wrap-up
Once the Framework is in place – the opportunity for beneficial services and sources are endless

Work going on in EMTC.  

Potential oBIX work.  

Potential Health Informatics work.

Overall technical goal restated.
Situational Future Revisions and Benefits


Benefit to Emergency Responders


Benefit to Business 


Benefit to Society

Side Materials
Thought process through leading questions

	The Main question we address is this: 
How can eBiz/eGov practices and Emergency Management standards interoperate and be enablers for each other? 


	

	
	

	1. This leads to the (Why do we care) questions: 


	

	1.1. What does Emergency Management / Response gain by interconnection with eBiz/eGov services and structured information? 


	

	1.2. What is the Value to businesses, industries, government and other organizational entities to participate in eBiz/eGov practices that tie-into an Emergency Data Exchange framework? 


	

	2. Hopefully that leads to the (since we care, then how does it work) questions: 


	

	2.1. How do we make appropriate information available? 


	

	2.1.1. How is the information obtained to flag an 'Emergency Incident?' 


	

	2.1.2. How is the information validated? 


	

	2.1.3. How is the information distributed appropriately? 


	

	2.1.3.1. How is the information provided to the 'right' recipients? 


	

	2.1.3.2. How is the information protected from 'data pirates'? 


	

	2.2. How do we scale the framework based on the size of the incident? 


	

	2.2.1. How do we deal with a varied number of information providers and the traffic generated? 


	

	2.2.2. How do we deal with an increasing number of people, policies and computer processes handling the information simultaneously? 


	

	3. And if we're really doing well, it finally leads to the (what's the next right thing to do) questions: 


	

	3.1. How can business or industry silos, enable safe sharing and usage of critical information during an incident? 


	

	3.2. How could public/private collaborations, such as the Information Sharing and Analysis Center (ISAC), best utilize the Emergency Data Exchange Framework? 


	

	3.3. What additional standards are needed within the Framework of Emergency Data Exchange? 


	

	3.4. What additional work needs to be done in the eBiz/eGov standards world to facilitate the interoperability of Emergency Management and other organizations? 


	


Presentation Statements

A better informed Emergency Response force can respond more intelligently and efficiently.  This leads to quicker incident response, less ancillary damage, and better recovery engagement. Generally this lead to a softer impact on those effected by the initial incident and the incident mitigation.

The story of an incident:

1. Incident detection (human sighting and reporting and/or sensor detection)

· Incident verification (source integrity, false alarming check, probability metrics)

2. Incident declaration (alerting, data distribution)

3. Information exchange (alerts to humans and systems, emergency responders and community, systems process information for synthesis then package and distribute data appropriately)

4. Support services (Systems designed for automatic decision support, sensor analysis and visualization, incident coordination, automatic credentialing of personnel, situational awareness support …)

· Non-traditional information sources (proprietary system sensor data, building control systems, health informatics banks, expertise registries, non-emergency sector resource and supply agreements)

· Usage of public/private sector contingency plans (contingency plan repositories, contingency plan triggering – both automatic and human-in-the-loop) 

· Disaster mitigation (changing landscape of an incident: people, tasks, roles, scale, jurisdiction, impact analysis and continued response)

· After-action analysis (learning for better response)

The above points will be made through-out the story.

The story will be followed by the following take-away points:

· Once the Framework is in place – the opportunity for beneficial services and sources are endless

� Aymond, Dr. Patti Iles  and Jones, Elysa, “Proliferation of OASIS Common Alerting Protocol (CAP) Standard”, XML 2005.





