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Introduction
One of the reasons that cause millions of inexperienced users (and potential buyers) to turn their back on the Internet is the access complexity. Due to the growing difficulties of the Internet access by these users, reproaches and pessimism towards the Internet can be heard, down to predictions of information chaos and destruction. What is missing is a simple access, which would allow a non-professional user to formulate a query intuitively, without any intermediaries (such as programmers or others), without knowing the information resource address or structure, access language, or any other special knowledge and skills, access ad hoc. 

Of the following three levels of data: verbal (concept) level, level of sentences (judgements), and level of documentary text9s (aggregates of sentences) – the models which are being most widely developed and practically implemented in the up-to-date Information Technology refer to the first and the third levels. The conceptual models (such as “entity–relationship”, object models, keywords etc.) are used at the first level, while the schemes/ DTD XML etc. are used at the third level.

However, it is the sentence which plays the key role in understanding the meaning of data. Being a complete, full-meaning message, it carries the basic communication load. To understand the document content, one has first to understand the meaning of sentences which are structural components of this document. Attempts to directly construct a human language based on simple access are problematic due to machines, which are unable to understand natural language statements. It also seems difficult to build a simple access based on conceptual models of the first or the third level. Attempts to create a really simple access system on the basis of XML languages have been of little success as well. 

Moreover, it is due to increasingly complex XML scene that some of the experts predict killing the Web (Dvorak 2000). The efforts of UN/CEFACT and OASIS to advance the Universal Business Language project do not solve the problem of simple access in e‑business systems either. The UBL language in its first phase is mainly aimed at a fixed collection of business documents. The content of business documents is mainly measures, i.e., the sentences that contain numerical data. A simple non-professional user is seldom interested in the document format. What he needs is the portions of the document content consisting mainly of the sentences. It is important to note that the UBL, like most of the up-to-date data access tools, operates within the framework of the qualified access paradigm, prevailing in the modern information technologies: «I know where and how to search for the document with the needed parameters». However, an unskilled user would be rather guided by a totally different paradigm: «I know what to look for (which measures I need), but I do not know where and how to search for them – and this is my computer’s business rather than mine».

 However, the UBL opens the large prospects, including those of simple access. The UBL lays the global basis for the common agreement on correct and identical understanding of data exchange terms. This basis is a common, integrated and, in the long term, comprehensive, dictionary. The extended application of the UBL dictionary can provide a simple access to e-business systems based on the sentence modeling. This approach implies the use of general dictionaries similar to the UBL dictionary.

The suggested simple access approach is characterized by the following:

 In the first place, the modeled data unit is the sentence.

 Secondly, the methodology is based on the semantic linguistics postulates about the sentence levels necessary for its understanding: namely, the formal grammatical level (such as subject and predicate groups) and the essential level. 

 The suggested methodology, using the models based on the deep, substantial level of the sentences, has made it possible to define such notion as hypermetadata. Hypermetadata are specific combinations of metadata components, which open the semantic framework (kernel) of classes of the homogeneous full-meaning business sentences. The difference between the hypermetadata and the metadata is similar to the difference between the sentence and the words comprising the sentence.

 In the third place, the Kernel methodology states that to understand the meaning of such numerical data as measures, the classical actual division of the sentence accepted in the classical semantic linguistics is insufficient. A complementary actual division model is suggested for the sentences containing measures, and a special type of hypermetadata is defined for these sentences.

 Finally, the Kernel technology, with the help of its platform-independent, hypermetadata-determined language, implements the paradigm of unkilled access focused on the unsophisticated user.

Thus, the simple access suggested by the K-technology is based on the hypermetadata, which reflect the mechanism of mutual understanding between the people. It is important to note that the K-technology plugs directly into the existing traditional business practices, without requiring their modifications. The information resources (different storage systems) marked by hypermetadata, become semantically compatible and can be used as a unified database. The Kernel-approach is capable to assure such operations as multilingual global transactions, data cleaning and, in a number of cases, prevent reprogramming applications.  
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Semantic Linguistics on Understanding the Sense of Sentences. Hypermetadata

To understand the text output by the machine, the user has to get into the sense of separate sentences comprising the text. The semantic linguistics distinguishes between the two sentence levels: the contents level (deep) and the expression level (superficial). The content of the deep sentence level is usually the judgement. The superficial level is the grammatical version of the judgement expression chosen by the writer or the speaker. The phrases with the same structure of terms but different grammatical structure can have different meaning. To understand the meaning of the sentences, it is necessary, while addressing to their substantial level, to carry out the semantic division of the sentence, or actual division of the sentence - ADS (Mathesius1967,1975; Sevjacova1978), which we name classical. This division, done intuitively by a human, allows him/her to understand «What it is about», i.e. what is the topic of the sentence, and «What information is given on the topic», i.e. what is the commentary. 

To understand the essence (the kernel) of any statement means to open two communicative cores of the sentence expressing this essence: the topic and the commentary. It is only simultaneous understanding of these core components of the sentence that provides the complete information. It is important not to confuse the semantic division, ADS, with the formal (formal grammatical) division of the sentence to the subject group and the predicate group, which pertains to the superficial, expressive sentence level. The sentences differing in grammatical construction may have the same semantic division structure, i.e. have the same topic and commentary. When different people formalize the meaning of the identical sentences according to the model schemes of the superficial level, each of the sentences can be assigned totally different formal structures, so that these structures do not explicitly fix the same topic and commentary present in both of them. A computer is unable to state their semantic identity basing on such constructions. 

In business processes the key role is played by the measures – meaningful sentences describing facts and situations related to quantitative estimations. Measures are numbers of monetary and non-monetary units, found by measuring together with the relevant supplementary information. We distinguish between the amounts, expressed by cost units of measurement, and the quantities: the latter measure sizes, areas, volumes, weights, etc. Various types of specific amounts and quantities are named by the specific, precisely determined estimation business terms. For example, cost measures are price, capital investment, salary etc., while non-cost measures are width, height, volume, weight, population, etc. 

Modeling measures has revealed the classical ADS to be insufficient for interpretation of their meaning. It was found (Kruglikov1971, Zinger1987) that, in addition to the classical ADS structure, the sentences describing measures have specific deep semantic structure, which has to be disclosed in order to precisely interpret the quantitative meaning of a measure.

Consider, for example, the following BBC message, which contains a measure with numerical value «488,75 cents»:

«On Monday, 13 May 2002, shares were on sale on the London Stock Exchange at the price of 488,75 cents ».

The topic in this message is «the shares», the rest of the sentence is the commentary. However, to understand the classical actual structure, i.e. the topic and the commentary of this sentence containing the measure, does not assure exact understanding of the measure quantitative value. One intuitively realizes that to judge about the numerical value of a measure it is necessary to answer the fundamental question «What is measured/evaluated » by the given measure. This question is answered by the estimation  term «price» contained in the message. This term marks the theme of the measure – the first condition of interpretation of its numerical value. The answer to the question «What are the measurement aspects?», i.e. what are the measure attributes, marks its rhema (coming from the Greek word “rheme”ρ, which means “the said”) – the second condition of revealing the numerical kernel of the measure. Thus one, in order to understand the theme and the rheme of the measure, intuitively and in parallel to the classical scheme (ADS), implements another, additional scheme of understanding the meaning of a sentence containing measures. We will call this additional scheme the KDM model – Kernel division of the measure. When the meaning of a single measure is formalized in accordance with the KDM model, the structure of such a sentence contains the explicitly fixed theme and rheme. The rheme is fixed as a set of paired attributes «dimension = value». According to the requirements of the KDM model, the above BBC message that contains a measure, after revealing and explicit fixing of all non-mentioned items, is formally expressed as follows: 

Closing price; Securities = LSE shares; Firm_Seller = London Stock Exchange; Firm_ Issuer = London Stock Exchange; Day = 13; Month = May; Year = 2002; City = London; Country = England; Unit of measurement = cent; numerical value of measure = 488,75. 

The theme is underlined. The rheme of the measure (not underlined) includes nine paired attributes, all of which are necessary for precise and complete understanding of the measure numerical value. Excluding any of the attributes would obscure the understanding of the measure numerical value. In the BBC message, the names of eight dimensions are not mentioned explicitly. The only explicitly mentioned measure is «year». Probably, the author of the BBC message and his/her possible addressees understand by default that: 

 Shares are securities;

 The shares were issued by the LSE which plays the role of the Issuer;

 The LSE plays at the same time the role of the Seller (although these shares could be on sale in other financial markets as well); 

 This stock exchange is located in the city of London;

 London is located in England; 

 13 is the day of month; 

 May is the name of the month;

 Cents is a unit of measurement; and, finally, 

 The price listed in the measure theme is the closing price and not, for example, a list price or any other type of price.

The KDM model requires the rheme to fix only those dimensions, which are necessary and at the same time sufficient to understand the precise meaning. Duplicating attributes included by different people into the rheme, can make the formalized representation of identical measures not identical, with all the consequences. Therefore the rheme of the example does not include the superfluous attribute mentioned in the message: «day of week = Monday». Removing it from the rheme does not affect the precise interpretation of the quantitative measure value (by the way, if necessary, the day of the week can be easily determined from the date: 13 May 2002). 

The necessity and sufficiency of the rheme attributes is one of the key conditions to precisely understand the measures meaning and their correct formalized representation in the KDM model. Neither the theme of a measure can be assigned arbitrarily. A theme of a measure can only be an evaluation concept, such as weight, length, volume, price, etc. These basic features of the KDM model relate to the fact that the theme and the rheme attributes of a measure are objective factors and do not depend on the discretion of the communication participants. A set of single measures having the same combination of such metadata components as the theme and the dimensions of rheme attributes, corresponds to the unique hypermetadata, which constitute such set as a specific class of measures. An item of hypermetadata, which describes the semantic skeleton and the generalized semantic essence (kernel) of all the measures of this class acts as its Kernel standard. 

For example, if a set of measures has «closing price» as the theme, and the rheme includes the same nine left parts (dimensions) of pair attributes as in the LSE share quotation example, then this set is determined by the same K-standard of measures.

The hypermetadata of this K-standard are described by the expression: 

«Closing price; securities; firm_issuer; firm_seller; city; country; year; month; day; unit of measurement».

Let us consider another extended group of data found in business documents. This group, which both serves business processes and is of interest to simple users, is questionnaire data, or simply questionnaires.

Questionnaires are full-meaning sentences, which describe facts and situations not related to quantitative measuring. The classical ADS model serves as a basis for complete and adequate description of the questionnaire meaning. A questionnaire can be represented as a set of attributes having bi-component structure. One of the structure component names the dimension and the other one its value. The attribute which answers the question “What is it about?” is the questionnaire topic. The rest of the questionnaire attributes answer the question «What is told about the questionnaire topic?» and compose its commentary. Formalization of a single questionnaire explicitly fixes the two components of each attribute: dimension – value. Therefore, if the attribute in a single questionnaire is represented only by the attribute value, and this attribute is clear to the communication participants by default, then, when formalizing, it is necessary to indicate the implied attribute (such as «country», «city», «continent», «company» etc.).

Generally speaking, an adequate simulation of a complete, non-adapted meaning of a single questionnaire suggests formalized representation of all the omitted, not explicitly mentioned attribute components, usually of those attributes names that are understood by default in the given information community.

For example, the message «the LSE shares were issued into unqualified call in July, 2001», when submitted in the questionnaire format with explicit designation of implied attributes, looks as follows:

Securities = LSE shares; Firm_issuer = LSE; Business process = issue; Type of circulation = unqualified call; Year = 2001; Month = July.

(The questionnaire topic is in the head of the structure, while the other five attributes compose the questionnaire commentary.)  

A set of single questionnaires with the same combination of such metadata components as dimensions, has the unique hypermetada, which constitute this questionnaire set as a specific class. An item of hypermetadata, which describes the semantic skeleton and the generalized semantic essence (kernel) of all the questionnaires of this class stands as its Kernel-standard. 

К-standards of measures and questionnaires do not overlap. A theme of a measure can be a single evaluation value expressed by a unitary term, while a questionnaire topic can only be a paired attribute consisting of a dimension and its value. The measure rhemes and questionnaire commentaries cannot coincide in the attribute structure either, since only the rheme includes the “unit of measurement” dimension. In contrast to measure rhemes, questionnaire commentaries do not require the rule of necessity and sufficiency of attributes: the content of the questionnaire commentary is defined at the author’s discretion. 

Man-Machine Language Determined by Hypermetadata

The core instrument of the K-technology is the language of Kernel standards (the K‑language). This language is determined by the semantic linguistics models KDM and ADS – models of actual division of the sentence. Due to its platform independence, the K-language acts as a mediator language. It permits to create the unified mechanism of query processing for different databases which are located in different places on the Web but have a unified semantic wrapper due to the K-language. The K-language is intended for representation of business content and technical content of the measures and questionnaires, metadata and hypermetadata. One of the conditions of practical application of the K-language is the availability of a common, integrated metadata dictionary. 

The UN/CEFACT ( www.unece.org/cefact/) and OASIS UBL communities                                                 ( http://oasis-open.org/committees/ubl) are developing the Universal Business Language (UBL). The UBL is intended for business documents, such as purchase orders, invoices, shipping notices, price catalogs, etc). Its today’s strategy is to cover 20% of the documents and business objects, which actually are in use by 80% of е-business partners. This language operates with separate notions and their concatenations appearing in documents, but does not describe the deep meaning of the sentences. The UBL metadata dictionary is being compiled as legally operative cross‑industry global standard as a part of the common UBL source library. It is intended to provide the cross-industry semantic harmonization. The UBL metadata dictionary is linked to the Core Components system, being created under ebXML - Electronic Business XML Initiative ( www.ebxml.org) and takes into account the available backlogs of the members of the XML community (RosettaNet and others), operating under the W3C .The dictionary contains the list of dimensions and their values, the lists of business process roles and other metadata that can be included into the K-standard language vocabulary.

 The hypermetadata (lists of measure and questionnaire K‑standards) are revealed by К‑analysis of the business documents and then included into the dictionary. After taking the terms that are themes of measures (such as «price», «width», «height», «volume», «weight», etc.) and are already present in the UBL dictionary, into a separate dictionary list, it becomes possible to organize universal e‑business simple access with the help of the К-language. The K-language possesses all the qualities needed for it to be included, in conjunction with the UBL, into the legal standard of international trade.

Below are the results of К-analysis revealing the hypermetadata for the“Purchase Order “ document (see Appendix А). The following themes (T), rhemes (R) and К-standards of the measures (M) and questionnaires (Q) have been found:

A. Themes of Measures 

T1. PackageQuantity

T2.  NetPrice

T3. VAI

T4. Amount

T5. TaxAmount

T6. PriceAmount

T7. PackageQuantity; 

В. Rhemes of Measures

R1. Firm_Sender; DescriptionProduct; Day; Month; Year; Firm_Recipient; Unit. 

R2. Firm_Sender; Day; Month; Year; Firm_Recipient; Unit. 

R3. Description_Product; Unit.

C. К-Standards of Measures 

(First comes the theme, then the rheme identifier)

M1. PackageQuantity; R1;

M2. NetPrice; R1.

M3. VAI; R3.

M4. Amount; R1. 

M5. TaxAmount; R2.

M6. PriceAmount; R2. 

M7. PackageQuantity; R2.

D. К-Standards of Questionnaires

(First comes the attribute that belongs to the questionnaire topic) 

Q1. Firm_Recipient; HouseNumber; Street; Town; State; StateZipCode; Country;  Firm_Sender ;  Description_Product; 

Q2. Firm_Sender; HouseNumber; Street; City; State; StateZip; Country; Firm_Recipient; Description_Product; 

Within the KDM and ADS models requirements, the K-standard language syntax is determined by the hypermetadata structure and its specific properties. The language expressions are constructed after the template of the same K-standard that relates to the described measures or questionnaires. The rheme of a measure requires all of its necessary and sufficient attributes to appear in the expression. The syntax implies the explicit fixing of the measure theme and questionnaire topic, as well as of both components of the paired attributes in the rheme of a single measure or in the commentary of a single questionnaire. The unique expressive and retrieval capabilities of the K-language are determined by the fact that no structure is needed to interpret the meaning of its expressions. These expressions are human- and machine-readable and self‑sufficient, since they directly express the meaning of data. This language can serve a basis for creating a transparent and efficient interface for an unskilled user. The language allows embedded queries, hierarchy assignment in columns and rows of the output document, data input and data cleaning. Including arithmetic operators into the language permits carrying out simplest calculations. Besides the glossary, the ontological instruments of the language include the thesaurus, containing the paragmatic connections between the dictionary terms (type – sort, part – the whole, etc.), which are of practical importance for aggregation / disaggregation.  

Simple Query of Measures and Questionnaires

The K-language provides a simple access for an unskilled user. A simple access is the intuitive access, access ad hoc (on-the-fly), which neither requires a mediator, not requires the user to know the resource address (such as URL), source structure or access languages (such as SQL, XML‑Query, Quilt etc.). The user has to understand the difference between the measure and the questionnaire. A simple access to a measure query by an unskilled user can be outlined as follows. The user either names the theme of the measure he is looking for, or selects it from the list displayed on the screen. The system displays the list of rhemes associated with the given measure theme. The user selects the rheme to include it into the query and indicates one or more (for a group query) values for any attribute included in the rheme. The user also defines the number of columns in the output document. The user can preview the output report form and edit the query if necessary. That is all about the measure query. If the KDM model requirements are strictly satisfied, the measure retrieval can be assured to be complete and 100%-relevant.

With a questionnaire query, the user must first compose the K-standard of the requested questionnaire as a set of dimensions he desires to see in its attributes. The dimensions are selected from the list suggested by the system. The user can also set the dimensions by himself, without using the list. If the indicated dimension and/or composed K-standard of the questionnaire are missing in the common dictionary metadata, they are declined by the system. The dimension included in the topic is mentioned first, with one or more (for a group query) values indicated for it. All the other dimensions are included into the attributes of the questionnaire commentary. The user defines which dimensions in the questionnaire commentary play the role of the query conditions and indicates their values. The values of dimensions in the rest of the commentary attributes are to be found. 

When composing a questionnaire query, the K-standard may be defined in a different way. The user can indicate as a questionnaire topic a term which is a value of a certain dimension.

Such phrase as «The population of America in 2001 consisted mainly of pensioners» will puzzle anyone who does not know that this fact relates not to the country or the continent, but to a small Russian town near Saint Petersburg. Assume that a person looking for information on this town indicates its name “America” as a topic of the requested questionnaire. If the system finds out that this term has the status of value for a number of dimensions, it will suggest the user to select the relevant attribute from the displayed list of attributes (such as «continent», «country», «town», «company», «movie theater», which contain the indicated value «America», and to put it into the topic. In our example this attribute is «town». Now the user can preview the output report form – and the questionnaire query is ready. 

Let us note that these queries do not require indicating the data location (such as names of tables and fields in SQL queries or URL’s in XML. In general, the K-approach requires a very low level of skill from the user. There is no need in preliminary preparation of query templates, although the user can save his query for future use. The users do not have to know that the Kernel system then redefines their word query on the display into a query expressed in K-language codes and syntax, decomposes it into subqueries, finds out the K-standards contained in the subqueries, retrieves the relevant source addresses from the subquery K-standard, determines the advisability of addressing each source, translates the query from the K-language into the source query processor language, etc. 

Document Query

The advanced users can also use the Kernel technology to perform business document queries with a simple access (without knowing the resource address, structure, etc.) Actually, a K-language document query does not essentially differ from the described above procedures of queries for specific measures and questionnaires by unskilled users. However, the advanced business users are capable of using enhanced possibilities of the K-language. In particular, they can set various parameters of the desired document form at their discretion. For example, they can set the measure attributes in column and row names, in the header or the comment parts of the document, set the attribute hierarchy in the document columns and rows, change position, delete or add columns and rows. They can also use K-query to prepare in a document form the rows and/or columns for the attributes of the measure derivatives, which will be calculated after the query with the requested measures is over. In a number of cases it may turn convenient to carry out these calculations by means of the K-language. The query may contain texts (such as notes, references, explanations) not used during its realization but printed in the output document, in the places specified in the query. Aggregation/ disaggregation operations using the thesaurus can be also specified in the query. 

When carrying out a document query, the user specifies the measure themes present in the document. The K-system checks whether they are present in the dictionary and for each specified measure theme, displays a set of the rhemes that go with this theme. The selected rheme, which goes in the document with the specified measure theme, is included into the query. After that, for those dimensions in the attributes that play the role of conditions, one or more (for group queries) values of these dimensions are specified. 

We show below how to construct a K-query in order to obtain the measures of a specific Purchase Order of which only the following data are known: it was drawn up on 05/03/2002 by the sender Meyer Hardware Inc., for delivery of goods to the recipient IDESS Retail Inc. US. The place/address of storage and the number of the Purchase Order containing the desired measures is unknown to the user. The user intends to request only the primary measures of the document. The themes of these measures are PackageQuantity, NetPrice и VAI.

Then the user intends to use Excel in order to obtain the purchase order measures derivative from the primary measures and then properly draw up the order, according to the standard format. Whether the measure attribute is located in the header of the document, in the columns and rows of the matrix containing the measure numerical values, or in the document commentary, is fixed in the K-query by the keywords “HEADER”, “COLUMNS”, ”ROWS” and “SUMMARY”. In the purchase order, the attributes of primary measures are present only in the document header and in the column names, therefore the keyword  ”ROWS” is not used in our query example.

Taking all this into account, the query for retrieving the primary measures in the “Purchase Order“, in the syntax and notation of the K-language, looks as follows: 

OUTPUT;

HEADER; 

{Purchase Order};

{Number: ….. from};

Day = 05;

Month = 03;

Year = 2002;

{Recipient};

Firm_Recipient = IDES Retail INC US; 

{3999 West Chester Pike};

{Parsippany NJ 07054};

{United States};

{Sender};

Firm_Sender = Meyer Hardware Inc;

{3999 West Chester Pike};        

{Parsippany NJ 07054};

{United States};

COLUMNS;

{Item}; {Material}; {Description} Product = Id; {Quantity} PackageQuantity ; Unit = Id; NetPrice; Unit = $; VAI; Unit = %;{Amount} ;

SUMMARY;

{Summary};

{Number of Position:};

{TaxAmount:};

{PriceAmount:}; 

{PackageQuantity:}; 

END;

Note that the Purchase Order query does not contain the URLs of the storage sources of the measures to be retrieved. After having analyzed the above formulated query, the K‑system will select the following three K-standards of primary measures, out of those mentioned above: M1 (PackageQuantity; R1), M2 (NetPrice; R1) and M3 (VAI; R1). 

Addressing the repository described in the next section makes it possible to obtain the URLs of all the resources that contain the measures of the M1, M2, and M3 K-standards. The returned numerical values of the measures are arranged in a numerical matrix of the output document in accordance with the structure defined by columns and rows in the K‑query. At the same time the document can fix the source and other desired details. In our example, the purchase order number (= 4500004875) will be fixed as well. 

The preview of the output document is displayed on the screen in the process of the query composition. In our case the document will contain 10 columns, its HEADER will count 15 positions and the SUMMARY – 5 positions arranged in a row. 

The notation we use requires some comments. After the attribute we put a semicolon «;». The term in the attribute after the underscore « _ » shows the business roles of a dimension, for example, “Firm_ Recipient”. Text not used for K-query realization but reprinted from the query into the report is placed into curly braces “{ }”. Such are, for example, the texts in the HEADER section. If a term in a K-query is enclosed in the curly braces and placed before one of the components of the measure attribute, this term will be printed in the output document instead of the term it precedes: thus, in our example, “Description” will be printed out instead of “Product” in the third column.

Altogether, if the user considers it necessary to replace in the document the standard common dictionary terms to any other term, he will put the replacing terms into the curly braces «{ }» and place them in the query before the terms to be replaced. The queries of measures, questionnaires and documents can be saved for future use. In many cases this opens up the possibility of servicing a new DBMS of old client applications without the need of their reprogramming. Constant K-queries can be of use for exporting data from legacy systems or for conversion into the standard data exchange formats. 

Description and Integration of Internet Resources Using Hypermetadata

In the Kernel technology, the hypermetadata are used as an instrument for uniform and generalized representation of the data meaning in sources and as a method of data integration. Special Kernel descriptions are drawn up for each source, such as relational databases and their tables, XML documents or file systems. These descriptions contain information on the business metadata in the schemes/DTD of XML documents, relational tables, etc. In the relational tables, for example, they are column names describing the entries of data in the columns.

К-descriptions can also provide the source of replenishment and adjustment of the metadata dictionary thesaurus. By analyzing the K-descriptions, one can determine what K‑standard set generally characterizes semantic skeletons of either the table data, an XML document, or database (resource) as a whole. Hypermetadata as a set of K‑standards found in the “Purchase Order” document are given above. K-descriptions of resources are done by the man–machine interaction. The metadata described in the source are scanned and transferred into a K-description. Finding out implicit metadata and hypermetadata is done manually. K-descriptions also contain the address of the described resource or the document on the Internet and some technological metadata of the source needed for access organization. As a result, for each resource, K-descriptions include information on its address and on the K-standards providing generic description of data. 

Based on the K-description information on the found K-standards and their location, one constructs an inverted index according to the scheme “K-standard – source address”. Every K-standard is supplied by the addresses of all the residences where it was found. This information allows finding addresses and characteristics of the relevant sources needed to retrieve the desired data from the K-standards found in the user queries. Thus in the Purchase Order example, the K-descriptions of all resources that contain this document data (including # 4500004875), will mention the presence of the above K‑standards M1, M2, M3, M4, M5, M6, M7 and Q1, Q2. The inverted index of the repository will contain, in its turn, for every of these K-standards, the addresses of the sources where they were found. 

The main content of the information sources integration process, in the framework of the K-technology, is actually drawing up K-descriptions for each of the integrated storages. No reconstruction, reorganization of the integrated storages, or data recoding is required. The K-technology caters for both essentially lower resource and time expenses and comparative simplicity of intercorporate and intracorporate integration. All the storages regardless of their non-uniformity, structural or other differences, become semantically compatible due to K-descriptions. They receive a uniform dynamic wrapper, which can provide connection and semantic interoperability of databases all over the world. The users perceive it as an integrated global database. They are permitted to address, sometimes in a single query, without even knowing it, a great number of homogeneous and heterogeneous data storages. In the sources integrated in this way, one can activate a data cleaning procedure for data (primarily measures) which are advisable to be checked for identity. The data cleaning permits to find out discrepancies, unnecessary duplicating of measures, etc. The Kernel queries intended for measure cleaning contain the “Cleaning” command. Discrepancies and unnecessary duplications found in different information sources can be removed manually or automatically.
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