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1 Introduction

This document lists the requirements to be satisfied by Management Using Web Services Architecture, part of an OASIS standard to be developed by WSDM-TC, as per the TC charter:

To define web services management. This includes using web services architecture and technology to manage distributed resources. This TC will also develop the model of a web service as a manageable resource. This TC will collaborate with various evolving activities within other standards groups, including, but not limited to, DMTF (working with its technical work groups regarding relevant CIM Schema), GGF (on the OGSA common resource  model and OGSI regarding infrastructure), and W3C (the web services architecture committee). Also liaison with other OASIS TCs, including the security TC and other management oriented TCs.

This document is concerned only with requirements for management using Web services architecture. A companion document will identify requirements for management of Web services.

1.1 Basic Structure and Components of a Management Framework

An enterprise deploying a management solution would typically have following components:

· Several manageable resources capable of being monitored, configured and controlled via one or more remote applications, known as manager. The software component representing or part of the manageable resource responsible for interacting with the manager is referred to as the managed object in this document. Traditionally, such software is also known as agent. The main difference is that a managed object referents only one manageable resource whereas an agent is typically responsible for a complete node or application.

· Management protocol to convey control and data packets between manageable resources and the manager.

· Model of manageable resources describing

· Attributes

· Operations

· Event Notifications

· Relations with other manageable resources

To support such solutions, a management framework consists of:

· A protocol definition

· A language to specify management models

· Description of common model elements

· Description of domain specific models

1.2 Existing Management Frameworks

A number of standard management frameworks are currently in wide use

· SNMP (SNMPv1, SNMPv2 and SNMPv3) and related standards developed by IETF.

· CIM/WBEM developed by DMTF

· Open Management Interface (OMI) – submitted to OASIS MPTC by HP and webMethods.

Besides these, there are many proprietary frameworks developed by various vendors.

Though OMI is XML based and uses SOAP for packaging, none of these frameworks are based on Web services architecture and leverage its benefits.

1.3 Notation

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this specification are to be interpreted as described in IETF RFC 2119.

2 Management Framework

2.1 Functional Requirements

2.1.1 WSA Compliance

[FR001] The management protocol MUST use existing Internet infrastructure and be compliant to Web Services Architecture developed by W3C WSA Working Group. (Source: IBM, HP, MPTC). {#1, #45, #96}

The standards included for the purpose of this section:

· XML

· HTTP, HTTPS

· SOAP

· WSDL

· WS-I Basic Profile

· WS-Security

· [FR001.1] The protocol MUST involve exchange of XML messages.

· [FR001.2] The protocol SHOULD allow discovery of manageable resources through Web services discovery mechanisms. These mechanisms could be based on a central registry like UDDI and/or decentralized, out-of-band gathering of WSDL documents (such as retrieving WSDL documents through a crawler). (Source: IBM, HP, MPTC)  {#6}

· [FR001.3] The protocol MUST require description of management capabilities of a manageable resource using WSDL. WSDL should be used for interface, access and addressability description. (Source: IBM, HP, MPTC) {#2, #3, #4, #15}

· [FR001.4] Leverage, does not invent, non-management specific Web services infrastructure. If non-management specific services/infrastructure is required then it is placed as a requirement on the Web services community. Required infrastructure include: notifications, relationships, registry etc. {#1, #11, #22, #39, #57, #125, #128}

· [FR001.5] Should follow the principles of Web Services – Loose Coupling {#48}, Discoverable {#6, #76}, Internet friendly

· [FR001.6] Outline an architecture for Management Using Web Services. {#28, #57}

· [FR001.7]Should be WS-I compliant. {#71}

· [FR001.8] Use HTTPS for security on the wire. {#25}, Should also leverage WS-Security as well. {#25}

2.1.2 Message Exchange Patterns

[FR002] The management protocol MUST support request-response style interaction between a manager and a manageable resource. {#38}

· [FR002.1] Support Synchronous as well as asynchronous delivery of messages. {#142}
[FR003] The management protocol MUST support delivery of event notifications from manageable resources to manager. (Source: IBM, HP, MPTC)

· [FR003.1] A manager SHOULD be able to control what notifications does it receive. (Source: HP)

· [FR003.2] A manager SHOULD be able to indicate whether it wants to receive notifications asynchronously as and when they happen or pull them periodically. (Source: HP) {#90}

· [FR003.3] Support guaranteed notifications. {#90}

· [FR003.4] Support in-order delivery of notifications. (if event A happens before even B then notification of A should arrive before notification of B) {#90}

· [FR003.4] Support synchronous as well as asynchronous. {#142}

2.1.3 Conformance/Consistency with Other Standards

[FR004] The management protocol SHOULD be consistent with existing/upcoming management specifications such that it can be used/applied in those communities. I.e., GGF, DMTF. (Source: IBM) {#12, #20, #130}

[FR005] This protocol SHOULD co-exist with existing management environments and protocols and not inhibit their usage in a common environment. (Source: MPTC) It should be possible for other standards to use this standard. {#12, #130, #57}

[FR005.1] Should be able to support CIM models. {#23}

2.1.4 Distributed Management

[FR006] This protocol MUST support highly distributed environments. {#18, #85, #101}

· [FR006.1] It SHOULD be possible to use this protocol over the public Internet.

· [FR006.2] There SHOULD be no central point of control/failure for this protocol.

· [FR006.3] In addition to a manager managing multiple manageable resources, it SHOULD be possible for multiple managers to manage a manageable resource. {#42, #98}

· [FR006.4] It should be possible to manage through aggregates of manageable resources. {#33, #132}
· [FR006.5] Support management of occasionally connected resources. {#101}
· [FR006.6] Should tolerate failure gracefully through proper exception handling mechanism. Cope with connection failure, unexpected events, and so on. {#117}
· [FR006.7] Allow local autonomy and still support global actions. {#111}
· [FR006.8] Work with loose data consistency. Not all interactions need to be atomic or transactional. {#114}
· [FR006.9] Support role collapsing. An entity acting as a Manager could also be a manageable resource. {#85} Support protocol aware proxies and chains. {#24}
· [FR006.10] Support Manager of Managers (Hierarchical Manager) {#32, #43, #126, #133}. Across enterprise boundaries. {#133} Collaboration/Federation among managers. {#52}
2.1.5 Security

[FR007] This protocol MUST enable secure management of manageable resources. (Source: HP, MPTC) {#25}

· [FR007.1] It SHOULD be possible for the manager to authenticate the managed object.

· [FR007.2] It SHOULD be possible for the managed object to authenticate the manager.

· [FR007.3] It SHOULD be possible to guarantee the integrity and confidentiality of the messages exchanged between a manager and managed object.

· [FR007.4] A managed object should be able to control access to its management information, operations and event notifications at appropriate granularity. For example, an internal manager should have greater control than a manager being run by a partner. (Source: MITRE)

· [FR008] This protocol MUST be firewall friendly.

2.1.6 Model Neutrality

· [FR008] This protocol MUST be model neutral and be able to work with multiple existing models. (Source: MPTC, HP)

2.1.7 Model Exposure

[FR009] A managed object MUST expose its management model including performance metrics, configuration details, control operations and other such capabilities using WSDL description. (Source: IBM, HP) {#76}

· [FR009.1] A managed object MUST expose its Identity.

· [FR009.2] A managed object SHOULD expose relevant management information.

· [FR009.3] A managed object SHOULD expose relevant management operations.

· [FR009.4] A managed object SHOULD expose its events through notifications.

· [FR009.4] A managed object SHOULD expose its relations with other managed objects.

2.1.8 Manageable Resource

[FR010] This framework should support management of hard-resources (such as machines, networking elements, devices, application software ) as well as soft-resources (such as a Web service, a business process, SLA etc. ).

[FR011] Allow discovery of manageable resources with whatever tools and models in hand. No need to define everything before-hand. {#104}

2.1.9 Life-cycle Management

[FR011] This framework should allow monitoring and control of life-cycle states of various managed objects. The life-cycle itself could be different for different managed objects.

2.1.10 Miscellaneous

[FR012] At least one standard binding is defined (but not required to be supported by all compliant implementations): SOAP/HTTP. (Source: IBM). [Editorial Note – This requirement is in conflict with interoperability requirement [NR001], as it would be possible to two implementations without any common binding. ].

[FR013] It should be possible to model and manage the manager as a manageable resource. (Source: CA)

[FR014] Time Synchronization. Should allow normalization of time for data sources and data sinks. {135}
2.2 Non-Functional Requirements

2.2.1 Interoperability

·  [NR001] A compliant manager MUST be able to interoperate with a compliant manageable resource and vice-versa. (Source: HP, MPTC)

2.2.2 Evolvability

[NR002] The protocol should be designed so that it can be evolved without breaking backward compatibility. (Source: MPTC)

2.2.3 Extensibility

[NR003] It MUST be possible to extend the management models exposed through this protocol by adding additional model elements, management information, operations, event notifications and relations without breaking the manager software. (Source: HP, MPTC, IBM)

[NR004] It MUST be possible to extend the schema of event notifications supported by this protocol. (Source: HP)

2.2.4 Scalability

[NR004] It SHOULD be possible to have scalable deployment of compliant implementations. (Source: HP, MPTC)

[NR004.1] A manager SHOULD be limited only by the h/w (CPU power, RAM, Secondary storage, network bandwidth etc. ) resources on how many managed objects it can manage.

[NR004.2] It SHOULD be possible to build a hierarchy of managers for large scale deployments.

[NR004.3] It SHOULD be possible to retrieve management information or carry out management operations on more than one manageable resource with a single request.

[NR004.4] It SHOULD be possible to specify filtering/processing at the managed object to reduce network traffic and distribute computation.

2.2.5 Useability

[NR005] Usability of WSDM specification to implementers. This is important for rapid adoption.

· [NR005.1] It SHOULD be possible to create a minimally compliant implementation with relatively small amount of effort. (Source: HP, MPTC)

· [NR005.2] The specification SHOULD provide sufficient clarity to implementers in interpretation of various implementation related aspects. (Source: HP, MPTC)

[Editorial Note: Validation of these requirements would require feedback from implementation teams. Another way to look at these requirements is that the TC must actively encourage parallel implementation and actively seek feedback from implementation teams. ]

[NR006] Usability of the resulting implementation. Again, this would depend, to a large extent, on specific implementation but the protocol should not preclude certain features. Certain examples are given below (from Homayoun’s email ):

· protocol that allow the manager to get to the management information (e.g. how many steps do I need to take to get to the information, how do I do bulk operations, how hard is it to get events, etc.) 
· protocol that allow the manager to display the information in a user and domain friendly way (e.g. How easy is it for me to convert the data to my special format, can I display it in a non-english env., etc.) 

· model that allows the manager to understand the capabilities and the relationships between the managed objects such that it can understand their interdependencies and the type of management information they're capable of providing without having to necessarily know the details of their specific modeling techniques 

2.2.6 Internationalization

[NR007] This protocol MUST allow compliant implementations to be localized. (Source: HP)

3 Use Cases
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Appendix B. Brainstorming

Requirements identified in WSDM-TC F2F brainstorming session.

	Requirement
	Number

	(A) Access to manageability capabilities of manageable resources is described using WSDL (Binding)
	3.

	(A) Addressability or access point for manageability capabilities of manageable resources is described using WSDL (Port)
	4.

	(A) based on ws standards
	128.

	(A) be a GOOD web service (wsdl, use messaging efforts avail for ws allowing multiple transports, interoperability efforts underway)
	45.

	(A) composability, independently written put together so can understnd the result, like continuity principles, understanding semantics of change
	105.

	(A) Leverages, does not invent, non-management specific Web services infrastructure. If non-management specific services/infrastructure is required then it is placed as a requirement on the Web services community. Required infrastructure includes: notifications, relationships, registry, etc.
	11.

	(A) loose coupling
	48.

	(A) Manageability capabilities of manageable resources described using WSDL (PortType)
	2.

	(A) Manageable resources are discoverable in a manner consistent with the Web services architecture. 
	6.

	(A) Use existing internet infrastructures 
	1.

	(A) work in ws platform medium
	96.

	(A) ws management architecture – identify facilities that allow management using ws for management applications
	28.

	(A) wsdl based, portTypes, bindings
	15.

	(A, G) discovery
	76.

	(A,C) consistent w/ existing and future ws, don’t break ws
	125.

	(A,C) ws-I compliant
	71.

	(A,C,E) support current ws security models
	25.

	(A,G,H) discovery oriented, use whatever tools in other models too to figure out whats around
	104.

	(B) support event mechanism
	38.

	(B) support pull and push notification models, also guaranteed delivery in order
	90.

	(B) Synch and asynch usage
	142.

	(C) Is defined consistently with existing Web services management specifications such that it can be used/applied in those communities, i.e. GGF, DMTF
	12.

	(C) leverage existing ws standards
	39.

	(C) management using vs/ cim/soap overlaps
	130.

	(C,K) offer a framework for comprehensive management solution – allow other standards to plug in and complete this picture (i.e. other ws standards, etc. )
	57.

	(C1) defined consistently w/ existing management specs including ggf, dmtf
	20.

	(C1) develop/support latest ws standards
	22.

	(C1) extend current models of a service 
	23.

	(D) ability to normalize time for data sources and data sinks
	135.

	(D) aggregate up to higher level user so can see end to end management, depth and breadth
	132.

	(D) availablitily of time synchronization service
	136.

	(D) cooperative expectections – manager must expect are not alone
	98.

	(D) distributed, disconnected, scaleability
	101.

	(D) exception handling for large scale systems, any part of nw unavail, but can’t talk to who you need to to do job, cope with reconnection, unexpected
	117.

	(D) global and local – respect for local autonomy, global actions
	111.

	(D) highly distributed
	18.

	(D) loose consistency – data gathering, not all in transactions or atomic
	114.

	(D) operates in distrib environment, occasional connectivity, hierarchy of management collection, (list in DisMan on distrib env?)
	85.

	(D) support for hierarchical and heterogeneous managers
	43.

	(D) support heirarchial infrastructure for management, not single layered
	126.

	(D) support more than one manager for a managed resource
	42.

	(D, T) hierarchy of manager (federated) – across and within enterprises
	133.

	(D,H) support aggregation and representation of resources
	33.

	(D,N) can be multilayered (can have aggregations and proxy and chains)
	24.

	(D,T) support distribution and federated management
	52.

	(D,T) support federated and hierarchical manager approaches (mgr to mgr)
	32.

	(E) access control, acl mechanism for accessing mgmt info of managed resources, tie into roles from management of ws.
	74.

	(E) build in security consciousness, awareness, adaptability, esp. cross enterprise..  We both monitor, but for different reasons. 
	99.

	(E) deal with privacy issues – who’s allowed to see what
	116.

	(E) design infrastructure to uh, to be congnizant of denial of service attacks
	139.

	(E) do no harm – guard against attacks
	112.

	(E) provide diff levels of access, what controls and data can access
	83.

	(E) secure
	19.

	(E) secure mechanism, protecting data AND management interface
	82.

	(E) security – possible for operator to enable/disable security features
	70.

	(E) security management 
	34.

	(E) stand alone security model that doesn’t require separate saml authorities, ldap directories, etc. 
	41.

	(E) ws mgmt arch is securable
	30.

	(F) ability to map between models, platform a way to describe model in higher level terms and then others can see how to map in 
	97.

	(F) act as model normalizing/neutralizing layer so it can support various tiers, domains
	56.

	(F) apply management to diff domain specific models
	68.

	(F) should be model agnostic, able to expose snmp mib, 
	36.

	(F,H) managed object agnostic
	122.

	(G) Additional descriptions, work flows and/or policies can be associated with a manageable resource
	9.

	(G) Additional interfaces for the manageable resource can be associated with the manageable resource (i.e. security, administration, etc.)
	10.

	(G) Manageability capabilities can be categorized according to their purpose, i.e. properties can be categorized as identification information, description, metrics, capabilities, configuration information, etc. 
	5.

	(G) Manageability capabilities of a manageable resource are discoverable from the WSDL.
	7.

	(G) metadata for attributes and operations, like i18n name, read writeable, etc. 
	91.

	(G) model based, if support a model, completely support it, can support part of this one and that one, if support multiple models support all parts of those models
	124.

	(G) relationships – on the fly, Managed resources need relationships from runtime, static not enough
	89.

	(G) Relationships between manageable resources are discoverable from the manageable resources or Web services discovery mechanisms
	8.

	(G, H) ability to do auditing and accounting
	115.

	(G, Q) support for monitoring, config, eventing, etc, (read/write, ops, events) consistent so that you have an event get semantic content and when invoke an operation have semantic 
	21.

	(G, V) possible to expose mgmt of existing ws mgmt models and runtime systems
	65.

	(G,A) support new methodology for management based on web services use. Thru this framework enable exposure of management info in standard external way without wanting to interfere with internal implementations of the managed objects. 
	50.

	(G,Q) need to address semantic content as well as operations (no blobs)
	16.

	(H) ability of sys to explain own workings
	106.

	(H) able to monitor ws, including status info/metrics
	79.

	(H) configure ws
	81.

	(H) control ws, 
	80.

	(H) extensions for unique ids, recreatable ids – I am a managed object in one area and create a relationship between myself and someone in another area, need to be able to find that other object/ handle 
	95.

	(H) grouping of resources based on type, locality, and other factors (usability)
	73.

	(H) groupings/collections
	93.

	(H) need a unique ID for resources, whether is a business process, disk, etc. so can see relationships between these resources
	46.

	(H) search criteria  - search mgd domain for types of objects
	94.

	(H) support management of web services as resources
	60.

	(H) support mgmt of longlived and shortlived resources
	64.

	(H) ws mgmt arch applies equally to physical and logical resources
	31.

	(H,L) awareness and capabilities piecewise, resources monitoriable to fully capable
	103.

	(H,S) ws mgmt arch is manageable as a resource
	29.

	(I) do we want features to allow object creation and deletion (new managed objects)
	92.

	(I) lifecycle management of diverse components in various domains
	131.

	(I) support deployment/lifecycle management
	26.

	(J) ability to have some manager capabilities collocated w/ managed element
	44.

	(J) Be able to support various deployment models – agent based, agentless
	51.

	(J) management application agnostic
	121.

	(J) management infrastructure, not management application
	120.

	(J) meet a timing window of ??, urgency of meaningful contribution window
	63.

	(J) transactional – consistency on a unit of work
	143.

	(J) work closely w/ of and using. Do using first, where mgmt of is an instance of this
	129.

	(J) ws u ws is implementable w/o dependency on work yet to happen that we don’t have control of
	35.

	(K) ability for a compliant manager to work with a compliant agent in a predictable way
	67.

	(K) define one and only one standard binding required for compliance
	40.

	(K) interoperability
	47.

	(K) interoperability – compliant mgr interop w/ compliant manageable resource for all  the resources capabilities
	75.

	(K) provides for standard set of operations for compliance
	123.

	(L) must allow world of management upgradeable and maintainable thru multiple versions in same system in parallel and together
	127.

	(L) tolerate multiple versions of same thing in same systems
	109.

	(L) versioning and piece-wise upgrade
	108.

	(M) adapt to various management needs that different domains have… allow for different capabilities that they need, i.e. security, other protocols, etc.
	54.

	(M) Extensibility
	13.

	(M) extensibility
	49.

	(M) extensible
	17.

	(N) discovery – scalaeability issue here too, advertising many objects, or hierarchies in a registry
	88.

	(N) fw should allow scaleable (on operation to 15000 res shouldn’t force 15000 requests)
	69.

	(N) potentially highly scalable and available
	110.

	(N) scaleability – across objects, and w/in an object. Don’t want to have to do a sep ws request to get every value of every attr, rather get all attr values together
	86.

	(N) scaleability of events (event storm handling in large scale systems, event aggregation
	137.

	(N) small to large number of objects
	119.

	(N) support grouping of managed resources for bulk config and operations
	72.

	(O) simple and easy to plug into by various supplier and developers
	62.

	(O) testability and debuggability
	107.

	(O) usable in a way that makes adoption of it easy and people can gradually comply with it
	55.

	(O,K ) At least one standard binding is defined (but not required to be supported by all compliant implementations): SOAP/HTTP.
	14.

	(O,V) enable, easy to develop ws agents for other resources (like snmp,etc.)
	84.

	(P) fw should support internationalization
	66.

	(P) i18n, consider cross locale; management is around the world, managed resources may be in diff locale domains than managers
	87.

	(P) internationalization
	134.

	(Q) semantic intelligence built into it (chewable bite sizes)
	53.

	(R) developed so cognizant of system overhead/requirements
	27.

	(R) minimally intrusive, mgmt system not have unnecessary effects on ability to do work
	113.

	(R) scaleable footprint – small devices and large devices
	118.

	(S) needs to be self-managed management infrastructure
	58.

	(S) self aware, self management, recursive 
	102.

	(T) federated management fundamental
	100.

	(T) intervention by humans that can be dealt with – override-ability
	140.

	(T) understanding effect of your actions on other systems, management system conflict resolution
	141.

	(U) support legacy systems, able to build a proxy for existing systems
	37.

	(V) Accommodate existing middleware architectures (J2EE, .net)
	61.

	(V) allow existing deployed resource in enterprise to be part of the ws management fw, wrap existing, legacy applications
	59.

	(V) coexist w/ other existing mgmt infrastructures
	138.

	(V) inclusion of other protocol bridge, interact w/ non ws endpoints
	77.

	(V) keep a biased eye on existing implementations
	78.
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