Meaning of state table events

The tables in this section define the events (rows) in the state tables. Table 1 defines the events corresponding to sending or receiving BTP messages and the disruption events. The other tables specify what conditions and actions are entailed in the “decision” events. The detailed nature of these differs depending on the location of the actor in a BTP transaction tree. 

Table 2 covers the simple case of a “pure” Participant – i.e. an Inferior that is not also a Superior. In this case the decisions concern only the effects of the associated application operations and the persistent information of the Participant itself. (Such a Participant may be using similar two-phase commit mechanisms to control resources involved in the application operations, but this is invisible to BTP)

Table 3 covers the corresponding case, for an Atom Coordinator, which has no Superior. The decisions in this case concern the state of any other Inferiors the Coordinator may have, the messages received from the (volatile) Terminator, and the Coordinator’s own persistent state.

Table 4 combines Table 2 and Table 3 in the case of an Atom sub-Coordinator, which is a BTP Inferior in one direction and Superior to  (one or more) Inferiors. The table specifies the interactions between the decision and other events on each branch. The conditions for the Superior decisions apply to all the branches on which the sub-Coordinator is Superior.

Table 5 - <not written yet, but should deal with Coordinator within a Cohesion : or is that identical to table 4>

Table 6 - <not written, intended to be Cohesion Composer>

Table 1 : send, receive and disruption events

	Event name
	Meaning

	send/receive ENROLL/rsp-req
	send/receive ENROLL with reply-requested = true

	send/receive ENROLL/no-rsp-req
	send/receive ENROLL with reply-requested = false

	send/receive RESIGN/rsp-req
	send/receive RESIGN with reply-requested = true

	send/receive RESIGN/no-rsp-req
	send/receive RESIGN with reply-requested = false

	send/receive READY
	send/receive READY, with default-cancel = false

	send/receive READY/cancel
	send/receive READY, with default-cancel = true

	send/receive CONFIRMED/auto
	send/receive CONFIRMED, with confirm-received = true

	send/receive CONFIRMED/response
	send/receive CONFIRMED, with confirm-received = false

	send/receive MIXED
	send/receive MIXED

	send/receive INF_STATE/***/y
	send/receive INFERIOR_STATE with status *** and reply-requested = true

	send/receive INF_STATE/***
	send/receive INFERIOR_STATE with status *** and reply-requested = false

	send/receive SUP_STATE/***/y
	send/receive SUPERIOR_STATE with status *** and reply-requested = true

	send/receive SUP_STATE/***
	send/receive SUPERIOR_STATE with status *** and reply-requested = false

	disruption ***
	Loss of state event – new state is state applying after any local recovery processes  complete


Table 2: Decision events for Participant (with no visible inferiors)

	Event name
	Meaning

	decide to vote ready
	Effects of all associated operations can be confirmed or cancelled; information to retain this ability (ready information) has been made persistent

	decide to vote ready/cancel
	Effects of all associated operations can be confirmed or cancelled; information to retain this ability (ready information) has been made persistent; the ready information specifies that the default action will be to cancel 

	decide to confirm autonomously
	Decision to confirm autonomously has been made persistent; the effects of associated operations will be confirmed regardless of failures

	decide to cancel autonomously
	Decision to cancel autonomously has been made persistent; the effects of associated operations will be cancelled regardless of failures

	apply ordered confirmation
	Effects of all associated operations have been confirmed; any remaining persistent information can be distinguished from the state after deciding to vote ready

	remove ready information
	Persistent ready information has been effectively removed; any remaining persistent information can be distinguished from the state after deciding to vote ready

	record mixed result
	Some of the associated operations have been confirmed, some cancelled; information recording this has been persisted (to the degree considered appropriate)


Table 3 : Decision events for a Coordinator (not in a Cohesion)

	Event name
	Meaning

	decide to prepare
	All associated application messages to be sent to the service have been sent; terminator has requested prepare (by sending REQUEST_CONFIRM or by a non-standard means)

	decide to confirm
	RESIGN, READY or READY/cancel has been received from all other Inferiors of this Coordinator; REQUEST_CONFIRM or information recording the confirm decision (confirm information) identifying this Inferior (and other non-resigning Inferiors) has been made persistent

	decide to cancel
	Any persistent information can be distinguished from confirm information; the atom will not be ordered to confirm, regardless of failures 

	remove confirm information
	Persistent confirm information has been effectively removed; any remaining persistent information can be distinguished from the state immediately after deciding to confirm

	record contradiction
	Information recording the contradiction has been persisted (to the degree considered appropriate)


Table 4 : Decision events for sub-coordinator in an Atom

	Event name
	Meaning

	decide to vote ready
	RESIGN, READY or READY/cancel has been received from all Inferiors;  ready information includes identity of all Inferiors other than those from which RESIGN was received; otherwise as for Participant

	decide to vote ready/cancel
	RESIGN, READY or READY/cancel has been received from all Inferiors;  ready information includes identity of all Inferiors other than those from which RESIGN was received; otherwise as for Participant

	decide to confirm autonomously
	As for Participant; atomic with “decide to confirm” for all Inferiors 

	decide to cancel autonomously
	As for Participant; atomic with “decide to cancel” for all Inferiors

	apply ordered confirmation
	“remove confirm information” for each Inferior has either been performed or is atomic with this; otherwise as for Participant 

	remove ready information
	As for Participant

	record mixed result
	Some Inferiors and/or some associated operations confirmed, some cancelled; information recording this has been persisted (to the degree considered appropriate)

	decide to prepare
	As for Coordinator, or all associated application messages to be sent to the service have been sent; PREPARE received from Superior.

	decide to confirm
	CONFIRM received from Superior

	decide to cancel
	One of the following must be true:

· neither “decide to send ready” nor “decide to send ready/cancel” decision will be made as Inferior;

· CANCEL or SUPERIOR_STATE/unknown received from Superior

· “decide to cancel autonomously” is made as Inferior

	remove confirm information
	As for Coordinator

	record contradiction
	As for Coordinator; may be atomic with “record mixed result”


Persistent information

Persisted information (especially ready information at an Inferior, confirm information at a Superior) may include qualifications of the state carried in Qualifiers of the corresponding message (e.g. participant timeouts in ready information).

In all cases, the degree to which information described as “persistent” will survive failure is a configuration and implementation option. An implementation should describe the level of failure that it is capable of surviving. For applications manipulating information that is itself volatile (e.g. network configurations), an equivalent level of persistence of the BTP state information may be appropriate.

The degree of persistence of the recording of a mixed result at an Inferior and recording of a detected contradiction at a Superior may be different from that applying to the persistent ready and confirm information. Implementations and configuration may choose to pass mix and contradiction information via management mechanisms rather than through the BTP tree. Such passing of information to a management mechanism could be treated as “recording mixed result” or “recording contradiction”.

