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PROPOSED 

DRAFT AGENDA
OASIS PBD-SE TC
Teleconference Meeting

Wednesday, 20 February 2013
1:30-2:30 PM EST / 19.30-20.30 CET
1. Call to Order 
2. New Business / Approval of Agenda 
3. Approval of Previous Meeting Minutes 
https://www.oasis-open.org/committees/document.php?document_id=48163&wg_abbrev=pbd-se
4. Usage of Google Sites wiki at https://sites.google.com/site/pbdsewiki/
5. Proposed Committee Work Plan (Appendix A)

6. Discuss PbD Principle #2: Privacy as the Default Setting (Appendix B)

7. Review of privacy engineering guidance and information resources/tools (Appendix C)
8. Assignment of Roles/Activities 
9. Adjourn
APPENDIX A

PROPOSED APPROACH TO COMMITTEE WORK 
Key Technical Committee Objectives (see TC Charter for full list)

1. Establish privacy objectives and requirements that satisfy the 7 PbD Principles 
2. Prepare a PbD Privacy Impact Assessment (PIA) tool for use by software analysts and designers - Pat Jeselon and Anita Fineberg (co-authors) – A Foundational Framework for a PbD - PIA, November, 2011. http://privacybydesign.ca/content/uploads/2011/11/PbD-PIA-Foundational-Framework.pdf  
3. Document privacy risks and requirements in a library of functional use and misuse cases

Outline of proposed approach:

1. Consider the PbD Principles one at a time

PbD Principle 2: Privacy as the Default Setting 
Rationale: This principle:

· is the strongest level of data protection and most closely associated with limiting use of data to the intended, primary purpose of the collection – the embodiment of purpose specification and use limitation;
· is the most under attack in the current era of ubiquitous, granular 
and exponential data collection, use and disclosure; and

· has the most impact on managing privacy risks, by effectively eliminating risk 
at the start of the information life cycle.

2. Consider a major privacy process – Purpose Specification/Use Limitation
(a) Collect Public Standards Assets for Repository [e.g. AICPA/CICA GAPP]
(b) Collect Use and Misuse Cases [e.g. IPC’s Operationalizing Privacy by Design: A Guide to Implementing Strong Privacy Practices]
(c) Collect General Privacy Controls [e.g. NIST AP-2 Purpose Specification J-5

DM-1 Minimization of PII]
(d) With (a), (b), and (c) as input, we can attempt to standardize privacy requirements at the software engineer’s level
(e) Compile and synthesize UML Assets for the defined privacy process. Use methodologies such as OASIS PMRM to update and verify correctness of UML diagrams.

3. Refine steps in (2), and repeat (2) for other privacy processes/services
4. Repeat for other PbD Principles 
APPENDIX B
FOR COMMITTEE DISCUSSION

PbD Principle #2: Privacy as the Default:

Key Documents from Office of Information and Privacy Commissioner / Ontario:
— 
“Privacy by Design, The 7 Foundational Principles: Implementation and Mapping of Fair Information Practices”
— 
“Operationalizing Privacy by Design: A Guide to Implementing Strong Privacy Practices”
— 
“Operationalizing Privacy by Default” essay for Privacy Compliance Journal
— 
“Privacy by Design: Leadership, Methods, and Results”: Paper prepared for the 5th International Conference on Computers, Privacy & Data Protection European Data Protection: Coming of Age (peer-reviewed publication forthcoming) 
Principle 2: Privacy as the Default Setting (from “Operationalizing Privacy”)

The single most effective yet most challenging method of preserving privacy is to ensure that the default settings – the settings that apply when the user is not required to take any action – are as privacy-protective as possible. In operationalizing this principle, one might think of the discipline of engineering privacy being examined by a number of academics (e.g. S. Gurses, C. Troncosco and C. Diaz; 2011) on which there will be reliance when dealing with back-end systems. Privacy management as a distinct discipline is becoming more standardized and professionalized, with a growing demand for skilled privacy engineers and architects. We want to encourage thinking beyond the existing settings associated with preferences that users can manually control, and to consider the overall system defaults.

The starting point for designing information technologies and systems must always be maximally privacy-enhancing, beginning with NO collection of personally identifying information, unless and until a specific and compelling purpose is defined. If this is the case, organizations should seek to adopt as narrow and specific a purpose(s) for data collection as possible. “Specified purposes should be clear, limited and relevant to the circumsta- nces.”

This approach, referred to as “data minimization,” must be the first line of defence – non-collection, non-retention and non-use of personal data. Similarly, the collection, use and disclosure of aggregated or de-identified personal information raise few, if any, privacy issues. Quite simply, personal data that is not collected, retained, or disclosed needs no securing, management, or accounting – no duty of care arises, nor possibility of harm. Likewise, personal data that does not exist in a database cannot be accessed, altered, copied, appended, shared, lost, hacked, or otherwise used for secondary purposes by unauthorized third parties. All too often, we apply the same requirements from the paper world to the digital world when in fact, online systems require less data precisely because of the mathematical and computational capabilities of technologies.

Where personal data must be collected for clearly specified purposes, the next step in operationalizing this principle is to limit the use and retention of that information, as much as possible. The principles of purpose specification and use limitation, contained in FIPs, best illustrate this point.

There are many ways in which this may be accomplished. One method is to carry out operations with privacy implications (i.e. those that use personal information) client-side – that is, entirely under the control of users and their devices. Obviously, the more tamper-proof, secure, and user-controlled the device or software, the more trusted it will be to carry out its functions reliably. Dividing data, functions, and roles among different entities is a proven method of ensuring privacy. For example, this strategy is the basis for using proxy servers to obscure IP addresses and to defeat online tracking and profiling. In practice, a combination of organizational and technical measures will be necessary to achieve this goal of default privacy.

+++

Extracts from NISTJ 800-53 Appendix J
AP-2 PURPOSE SPECIFICATION

Control: The organization describes the purpose(s) for which personally identifiable information (PII) is collected, used, maintained, and shared in its privacy notices.

Supplemental Guidance: Often, statutory language expressly authorizes specific collections and uses of PII. When statutory language is written broadly and thus subject to interpretation, organizations ensure, in consultation with the Senior Agency Official for Privacy (SAOP)/Chief Privacy Officer (CPO) and legal counsel, that there is a close nexus between the general authorization and any specific collection of PII. Once the specific purposes have been identified, the purposes are clearly described in the related privacy compliance documentation, including but not limited to Privacy Impact Assessments (PIAs), System of Records Notices (SORNs), and Privacy Act Statements on forms organizations use to collect PII. Further, in order to avoid unauthorized collections or uses of PII, personnel who handle PII receive training on the organizational authorities for collecting PII and on the contents of the notice. Related controls: AR-4, AR-5, TR-1, UL-1, UL-2.

Control Enhancements: None.

+++
AR-7 PRIVACY-ENHANCED SYSTEM DESIGN AND DEVELOPMENT

Control: The organization designs information systems to enhance privacy by automating privacy controls.

Supplemental Guidance: To the extent feasible when designing organizational information systems, organizations employ technologies that automate privacy controls on the collection, use, and disclosure of personally identifiable information (PII). By building privacy controls into system design, organizations mitigate privacy risks to PII, thereby reducing the likelihood of information system breaches and other privacy-related incidents.110 Organizations also conduct periodic reviews of systems’ collection, use, and disclosure of PII to assess compliance with the Privacy Act and the organization’s privacy policy. Regardless of whether automated privacy controls are employed, organizations regularly monitor information system use and sharing of PII to ensure that the use/sharing is consistent with the authorized purposes identified in the Privacy Act and/or in the public notice of organizations, or in a manner compatible with those purposes. Related controls: AC-6, AR-4, AR-5, DM-2, TR-1.



DM-1 MINIMIZATION OF PERSONALLY IDENTIFIABLE INFORMATION

Control: The organization:

a. 
Identifies the minimum personally identifiable information (PII) elements (e.g., name, address, date of birth) that are relevant and necessary to accomplish the legally authorized purpose of collection;

b. 
Limits the collection and retention of PII to the minimum elements identified for the purposes described in the notice and for which the individual has provided consent; and

c. 
Conducts an initial evaluation of PII holdings and establishes and follows a schedule for regularly reviewing those holdings [Assignment: organization-defined frequency, at least annually] to ensure that only PII identified in the notice is collected and retained, and that the PII continues to be necessary to accomplish the legally authorized purpose.

Supplemental Guidance: The collection of PII is consistent with a purpose authorized by law or regulation. The minimum set of PII elements required to support a specific organization business process may be a subset of the PII the organization is authorized to collect. Program officials consult with the Senior Agency Official for Privacy (SAOP)/Chief Privacy Officer (CPO) and legal counsel to identify the minimum PII elements required by the information system or activity to accomplish the legally authorized purpose.

Organizations can further reduce their privacy and security risks by also reducing their inventory of PII, where appropriate. OMB Memorandum 07-16 requires organizations to conduct both an initial review and subsequent reviews of their holdings of all PII and ensure, to the maximum extent practicable, that such holdings are accurate, relevant, timely, and complete. Organizations are also directed by OMB to reduce their holdings to the minimum necessary for the proper performance of a documented organizational business purpose. OMB Memorandum 07-16 requires organizations to develop and publicize, either through a notice in the Federal Register or on their websites, a schedule for periodic reviews of their holdings to supplement the initial review. Reductions in organizational holdings of PII are consistent with NARA retention schedules.

By performing periodic evaluations, organizations reduce risk, ensure that they are collecting only the data specified in the notice, and ensure that the data collected is still relevant and necessary for the purpose(s) specified in the notice. Related controls: AP-2, AR-4, IP-1, SE-1, SI-12, TR-1.

Control Enhancements:

(1) MINIMIZATION OF PERSONALLY IDENTIFIABLE INFORMATION | LOCATE / REMOVE / REDACT / ANONYMIZE PII

The organization, where feasible and within the limits of technology, locates and removes/redacts specified PII and/or uses anonymization and de-identification techniques to permit use of the retained information while reducing its sensitivity and reducing the risk resulting from disclosure.

Supplemental Guidance: NIST Special Publication 800-122 provides guidance on

anonymization.
+++

DM-2 DATA RETENTION AND DISPOSAL

Control: The organization:

a. 
Retains personally identifiable information (PII) for [Assignment: organization-defined time period] to fulfill the purpose(s) identified in the notice or as required by law;

b. 
Disposes of, destroys, erases, and/or anonymizes the PII, regardless of the method of storage in accordance with a NARA-approved record retention schedule and in a manner that prevents loss, theft, misuse, or unauthorized access; and

c. 
Uses [Assignment: organization-defined techniques or methods] to ensure secure deletion or destruction of PII (including originals, copies, and archived records).

Supplemental Guidance: NARA provides retention schedules that govern the disposition of federal records containing PII. Program officials coordinate with records officers and with NARA to identify appropriate retention periods and disposal methods. NARA may require organizations to retain PII longer than is operationally needed. In those situations, organizations describe such requirements in the notice. Methods of storage include, for example, electronic, optical media, or paper.

Examples of ways organizations may reduce holdings include reducing the types of PII held (e.g., delete Social Security numbers if their use is no longer needed) or shortening the retention period for PII that is maintained if it is no longer necessary to keep PII for long periods of time (this effort is undertaken in consultation with an organization’s records officer to receive NARA approval). In both examples, organizations provide notice (e.g., an updated System of Records Notice) to inform the public of any changes in holdings of PII. Certain read-only archiving techniques, such as DVDs, CDs, microfilm, or microfiche may not permit the removal of individual records without the destruction of the entire database contained on such media. Related controls: AR-4, AU-11, DM-1, MP-6, SI-12, TR-1.

Control Enhancements:

(1) DATA RETENTION AND DISPOSAL | SYSTEM CONFIGURATION

The organization, where feasible, configures its information systems to record the date PII is collected, created, or updated and when PII is to be deleted or archived under an approved record retention schedule.

References: The Privacy Act of 1974, 5 U.S.C. § 552a (e)(1); Section 208 (e), E-Government Act

of 2002 (P.L. 107-347); 44 U.S.C. Chapters 29, 31, 33; OMB Memorandum 07-16; OMB Circular

A-130; NIST Special Publication 800-88.

+++

DM-3 MINIMIZATION OF PII USED IN TESTING, TRAINING, AND RESEARCH

Control: The organization:

a. 
Develops policies and procedures for the use of personally identifiable information (PII) 
for testing, training, and research; and

b. 
Implements controls to protect PII used for testing, training, and research.

Supplemental Guidance: Organizations often use PII for testing new applications or information systems prior to deployment. Organizations also use PII for research purposes, such as statistical analysis, and for training.

Control Enhancements:

(1) MINIMIZATION OF PII USED IN TESTING, TRAINING, AND RESEARCH | RISK MINIMIZATION TECHNIQUES

The organization, where feasible, uses techniques to minimize the risk to privacy of using PII for research, testing, or training.

Supplemental Guidance: Organizations can minimize risk to privacy of PII by using techniques such as de-identification.

References: NIST Special Publication 800-122.
APPENDIX C
External Resources:

1. Engineering Privacy, by Sarah Spiekermann and Lorrie Faith Cranor, Senior Member, IEEE (2009) - excellent overview and framework for understanding and approaching the topic

2. Engineering Privacy by Design, Seda Gürses, Carmela Troncoso, and Claudia Diaz (2011) - suggests a methdology (extract below)

3. “Privacy-by-Design Through Systematic Privacy Impact Assessment – A Design Science Approach” by Sarah Spiekermann Vienna University of Economics and Business & Marie Caroline Oetzel, (2012) ECIS - Conference Proceedings

4. Privacy by Design and the New Protection Goals, Martin Rost, Kirsten Bock (2011) - translated from German and written by highly influential German DPA responsible for certifying PETs (EuroPrise project) and suggesting set of six "data protection requirements"

Other Privacy Guidance Areas to Research:
1. Privacy Evaluation / Impact Assessment methodologies (e.g. GAPP)
2. Threat and Risk Assessment methodologies 
3. Security / Privacy Framework / Control Standards 
4. Privacy Testing, Assessment and Audit methodologies and tools  

5. Other relevant standards (e.g. OASIS, NIST, ENISA, ISO, etc.)
6. Software development framework and process methodologies (e.g. mobile)
7. UML modelling examples and schemas

A significant library of relevant resources could be compiled under each of these categories.
These documents should be posted to the TC wiki or sharing platform for immediate review and summary.
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