Automated Decision Making Scenarios for Cloud-based Services
1. 
Automated Decisions with SAF in PaaS

In our scenario, Elasto-Stor, a PaaS provider, provides enhanced storage, retrieval, and data mining capabilities (things like distributed storage, caching at the edge, transaction support, verification techniques, data mining, and more).
Elasto-Stor consumers may have different levels of access for their various users. For example, Stavros’ Investment Services (SIS) as an Elasto-Stor consumer requires access for its different business processes (and employees?) and depending on SIS’ customers, different views, different priorities, and different QoS might be arranged.

In this use case, an elegant combination of symptoms and syndromes from the various roles in the system takes place, with the ultimate purpose of both the better servicing of SIS and the more efficient management from the Elasto-Stor perspective.
For the first case, consumers (such as SIS) can define requirements and reactions based on the state of Elasto-Stor. For example, SIS can define that if the query execution time falls below certain levels then a change in providers might be considered. Same could happen if a symptom is received from Elasto-Stor warning for possible outage or unexpected maintenance. Precautionary measures might also be taken, such as to backup critical data to secondary provider or locally.
Similarly, if SIS receives symptoms from Elasto-Stor that the storage quota is above 90%, SIS might decide to backup and archive from the main active storage to cheaper backup storage in order to free up space.

On the other side, Elasto-Stor can “listen” to what its consumers say and take either preventative or remediation actions. For example, if more than one consumers send symptoms for long query execution times, Elasto-Stor might decide that this is probably a systemic issue and not a consumer specific issue, and go on to troubleshoot its infrastructure, check resource availability and health, and verify component integrity. As a preventative measure and to alleviate load (and extra risk) on the system, it could also reduce concurrent user operations until the problem is rectified.

If, however, such symptom was reported by only a single consumer, then the issue was probably either on the consumer side (in which case it should be communicated to the consumer) or Elasto-Stor  might decide to check the resource allocation and running processes of the consumer and report back.

To achieve this scenario, participating roles must collaborate within the SAF framework: SIS provides it’s QoS and backup requirements in terms of PaaS storage, while Elasto-Stor is able to detect, diagnose, and possibly remediate systemic failures/issue by listening to its various consumers.

























�Covered this next paragraph in subsesuqent sections.








