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1 Introduction 

2 SOA Structure

3 Primary Frameworks
4 Logical View

4.1 System Boundary

By definition, a SOA supports interactions among multiple services. Some of these services may themselves be components of new or legacy applications. Combinations of services can also be formed to create new applications. It is helpful to think of a SOA as a framework for supporting other systems, services and applications. 

The SOA boundary may seem therefore more difficult to describe, but the normal rules for defining what is ‘inside’ a SOA (framework) and what is outside are the same as those for defining any other system boundary. The following diagram portrays how that boundary may be discovered and portrayed….

4.2 Interface Support
// List, define and portray the interface types that a SOA must support. 
It is the interfaces which, possibly more than any other element, helps to define a system architecture. This is as true for a SOA as for any system. Considering the ‘external’ systems or actors with which the SIOA will need to interact is a necessary step to helping identify the interfaces that the SOA will need to support.

Consumers and producers each have an interface (or interface class, if significant variations of each are foreseen). So will the underlying infrastructure (including possibly replication, storage, and logging interfaces, etc.). Then there are admin and reporting users, and possibly a service discovery interface (or set of interfaces). Many of these are depicted in the logical views depicted in figures 4.2.1 & …..
A smart approach involves identification of the major frameworks to be implemented and the definition of a boundary and set of interfaces for each. 
4.3 Problem Partitioning 
The problem domain for SOA may include support for coherent service interactions both within an organization and across its boundary with partners, suppliers and customers. A messaging ‘substrate’ is often implemented as a foundation for the SOA, including message inspection, transformation, intelligent routing, and orchestration support services as well as protocol adaptation.  There is also the need to provide reasonable levels of security, service management, service monitoring, provisioning, service discovery and support. In addition to this, many SOAs will also offer Business Process Engineering and support for BP engineering and process execution. 
Looking at these broad-based requirements descriptions, the architect must select the capabilities to be supported and prioritize them according to organizational needs and budget. The subset defined by that analysis forms a reasonable basis for partitioning…..
4.4 Processing and Data Stores

// Define and portray the processing elements and major data stores that will be needed to support those interfaces.

4.5 Components and Sub-Systems
// Aggregate like processing… define candidate subsystems and major components…
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