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	172-173
	0.2
	2
	GE
	This statement is fundamentally wrong “may not involve processing of personal information and therefore, there are no privacy interests.”  There are numerous privacy risks that don’t involve processing or dissemination of personal information. As the US NIST notes in its draft outline for their Privacy Frame work the definition of their first core function IDENTIFY - – “Develop the organizational understanding to manage privacy risk for individuals arising from data processing or their interactions with products, services, or systems”

“https://www.nist.gov/sites/default/files/documents/2019/02/27/outline_privacy_framework_2.27.19.pdf 
See also the EDPS preliminary opinion on Privacy by Design which states in paragraph 4 discussing the difference between data protection by design (required under GDPR) and privacy by design that “we consider that a wider spectrum of approaches may be taken into account for the objective of “privacy by design” which includes a visionary and ethical dimension, consistent with the principles and values enshrined in the EU Charter of Fundamental Rights of the EU.” 

For more on why there are privacy interests in interactions with consumer devices and not just data processing see also my blogs

“Data Fetishism, FIPPs and the Intel Privacy Proposal”

“My comments on the NIST Privacy Framework”

For a crude example of non-data based privacy invasions, see my website https://www.violations.enterprivacy.com/ 


	I would suggest that the standard be explicitly expanded to be inclusive of non-data privacy risks, such as the likelihood of surveillance, interrogation, intrusion and decisional interference.  
If the desire of the committee to only tackle DATA privacy issues, then title of the standard should reflect that. In addition, an explicit statement in the introduction should make clear that the standard is only meant to be part of a larger more holistic approach to privacy by design which incorporates these non-data privacy risks.

	

	
	197-215
	0.3
	
	GE
	“Consumer responsibilities: Duty of care to unknowing bystanders” Consumers are not privacy engineers and may not be able to appreciate, or care about, the risks they impose on bystanders. This section appears to be an attempt at risk shifting to consumers, whereas the developer and designers of the product or service are in the best position to mitigate privacy risks to non-users. 
	The original draft used consumer protection language to define use cases for examination, including foreseeable use, foreseeable misuse and malicious use (See Section 13.1 of PC317 N0005) . The standard should consider users of the product or service as potential threat actors imposing privacy risks on non-users and thus seek to implement controls to prevent these violations.

	

	
	
	0.4
	
	GE
	The Project Leader’s comments mention this section as a placeholder. I just generally want to echo my previous comments above that “privacy by design” is distinct from “data privacy by design” which is further distinguished from “data protection by design” and “security by design” 

While not getting to into the details of the current language, given the Project Leader’s comments, I do want to make a few notes

“At the core of privacy is the definition of personal information,” – Consistent with my previous comment, privacy is much broader than data (or information) privacy, so this statement absent the “data” qualifier is inaccurate. I bring it up because I  think it’s fundamental to the scope of the standard and regardless of where the standard ends up falling, I don’t think we should be giving the impression that the only privacy is data privacy. 
I disagree with this statement as well “The first approaches privacy from the perspective of the individual data subject, the second from the perspective of the custodial organization” Data protection by design still must consider privacy risks to individuals. From Art 25 of GDPR “…the risks of varying likelihood and severity for rights and freedoms of natural persons posed by the processing…”
 
	Recommend adopting the definitions of Privacy by Design and Data Protection by Design of the EDPS
“In contrast, we use the terms “data protection by design” and “data protection by default” to designate the specific legal obligations established by Article 25 of the GDPR 9 .”

While we need not refer to GDPR, we could reference legal obligations of organizations. The distinction I want to be clear about is it doesn’t mean the organization takes an organizational risk perspective. Both privacy by design and data protection by design mandate a view towards individual privacy risks. 
	

	
	290
	1
	3
	GE
	“• any personal and household equipment (i.e. hardware and software) processing personal data”
Consistent with my previous comments, the necessity of devices to process personal data excludes devices which may present privacy implications without processing personal data.

Consider a not-so smart child’s toy which is internet connected but communication is one way, namely the toy download’s new Disney songs periodically. The manufacturer could subsequently use it to push marketing messages aimed at the child, Or, a nefarious actor could hack the device and push content to the child that may even rise to the level of an intrusion upon seclusion tort. 

	Remove the necessity that equipment must process personal data.

Barring that the scope should explicitly state that it only covers data privacy by design and does not cover the myriad of non-data privacy related issues. 
	

	
	474-478
	1
	1
	GE
	The original definition of PET by van Blarking, Borking and Olk in 2003 is “Privacy-Enhancing Technologies is a system of ICT measures protecting informational privacy by eliminating or minimizing personal data thereby preventing unnecessary or unwanted processing of personal data, without the loss of the functionality of the information system.”
	I suggest using the older definition. More importantly though is the consistency of using personal information or data rather than PII, which is a disfavoured term. 
	

	
	609-624
	5.2
	
	GE
	The implication from this section is that including those from other departments in development can have a positive impact on privacy with in design. While this is true, an even more important element is that team members have a diversity of experience or training and ability to empathize with those potentially at risk. The section is too focused on business disciplines and not cross sector (academia, advocates, etc) or cross experience. Many potential privacy risks can be addressed up front by having developers who have experienced privacy violations or have sufficient knowledge in those area. 
It also important that team members have a diversity of backgrounds or be schooled in areas like psychology, linguistics, history, behavioural economics, game theory, mechanism design, etc which can help recognize privacy risks and develop less privacy invasive alternatives. [In a forthcoming whitepaper, I discuss working with a sales and marketing app that had planned on introducing a leaderboard for gamifying sales. I explained the privacy risks such as anxiety and loss of motivation that such a mechanism could create. I also explained, using game theory, that the leaderboard may not yield the result their clients wanted and to investigate self-selected incentive mechanisms and other options to improve sales while minimizing privacy risks].  
See Future of Privacy Forum’s “The IoT and people with disabilities: Exploring the benefits, challenges and privacy tensions.” 

Also Simko “Computer Security and Privacy for Refugees” 
The last sentence appears to convey this but it needs to be more prominent in the section. 
	Suggest language that builds on current cross discipline analysis to include giving a voice to at-risk populations (through academics, advocates or team members) who may be adversely impacted by the technology as well as suggesting understanding in different academic disciplines rather than just business lines of service.  

	

	
	627-553
	5.3
	
	
	Openness and transparency are cornerstones to privacy but a clear understanding of the benefits and limitations needs to be addressed. 
See for instance Hartzog & Richards “A bold step for internet privacy” 

This goes back to the concern about risk shifting to consumers in my comment on section 0.3. Transparency should not be a means to risk shift. 
Conformity to social norms forms the basis of consumer expectations around privacy. When I whisper to a friend something in private, my expectation is that they don’t share or use that information to disadvantage me. I don’t ask for nor would I be receptive to a list of potential uses or disclosures of what I share by my friend. The transaction costs are simply too overwhelming to conduct our day to day lives. Similarly, online where I may visit dozens of websites in a single day. This is why, when social norms are broken (even though laws are not), people are upset. 

The recent clash between US Senator Josh Hawley and Google privacy counsel Will DeVries is apropos. Hawley asked if consumers would expect that, when location services were off, Google would still be collecting location information. DeVries attempted to deflect by saying that location service was collected to support services users have come to expect (such as Maps). What he didn’t clearly articulate was that Google uses location of people who aren’t using location services to support the users who are using Maps through crowdsourcing (to identify congestion on roads for instance). It’s understandable because if Google only used people who were actively using location services their ecosystem of Map traffic analysis would fall apart. However, such use needs to be debated openly in public policy debates and full transparency dictates that these types of benefits be bargained for not take place without consumer knowledge or expectation. 

	Openness and transparency should be based on clearly identifying and explaining non-conformity to consumer expectations, in particular risks imposed by that non-conformity and how to avoid those risks as well as any countervailing benefits to consumers or others. 
	

	
	
	7.3
	
	
	I like the non-prescriptive risk management approach.
	I would, however, make sure the risk management requirement includes that risk management must be individual focused and organizational focused (i.e. lost revenue, reputation loss, regulatory fines and sanctions). 
A focus on organizational risk can lead to perverse incentives to reduce organizational impact from not getting caught. 
Additionally, the risk approach adopted must not focus on harms or damages but rather on the manifestation of the violation itself. See “Why privacy risk analysis must not be harmed focused” for more. 
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