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I.  Why is Reliability important for Web Services?
As Web Services (WS) start to be deployed across enterprise boundaries and for collaborative e-business and e-transaction scenarios, message reliability becomes a critical issue.   This is needed because communications over the Internet (and Intranets) is inherently unreliable, as the use of “transport protocols” (e.g., HTTP, SMTP) admit cases which will not assure guaranteed or ordered delivery.  Yet WS messages must be delivered to the ultimate receiver, even in the presence of component, system, or network failures.  If a message can not be reliably delivered, then the user must be so informed.
For Web Services messaging to be robust within an enterprise, or to be used across firewalls, it is imperative that a large amount control, management, and security related protocol information be delivered over a reliable connection.  It is also important to ensure that user data exchanges are similarly delivered in a reliable fashion to the Application entity.  A Reliable Messaging sender and receiver must co-operate to achieve this WS Reliability.   Their users are other WS protocols and Application layer user data exchanges (i.e, the users of the reliable messaging protocol).

Accordingly, reliable messaging becomes one of the first problems that need to be addressed for Web Services to become a truly viable software technology [Would you consider sending a credit transaction to you bank over an unreliable connection?]
II.  The WS Reliability specification

A.  Overview

The OASIS WS RM TC is developing an open specification - WS Reliability - for ensuring reliable message delivery for Web Services.  Reliability here is defined as the ability to guarantee message delivery to “the users” with a chosen level of protocol capability and Quality of Service (QOS).   To facilitate WS Reliability, there is a need for SOAP based Reliable Messaging Processors (RMPs) in the sender and in the receiver endpoints, that work together to ensure that messages are delivered in a reliable manner.  [Intermediaries are considered to be transparent in the specification].  The sender and receiver RMPs operate on newly defined SOAP headers that are transmitted as either self contained messages, or they are attached to other WS protocol messages or user data messages (all of which are SOAP/XML encoded).   Fault messages may extend to the SOAP message body.
The level of WS Reliability is determined by “the users.”  Again, the users are either other WS protocols (e.g. WS Security), or Application data message exchanges.  Reliability may include one or more protocol capability for delivery of WS messages (see II C below for detailed description): 

-Guaranteed delivery to the user or Application entity (the message MUST be persisted in the sender RMP until delivery to the ultimate receiver has been acknowledged)
-Delivery at most once -with duplicates detected and eliminated by the RMP receiver, 

-Guaranteed message ordering - when delivered by the RMP receiver to the user, the messages are properly sequenced (the RMP transmitter resends an unacknowledged message after a No ACK time-out expires; the RMP receiver re-orders the messages for delivery to the user or Application entity)
Any or all of the above message delivery capabilities may be agreed upon by the users of the WS Reliability protocol.  Different users or applications may choose different protocol capabilities, but these should be known by the RMP sender and receiver prior to initiating communications, or through explicit parameter values sent in each reliable message request..

For purposes of the WS RM TC, QOS is defined as the ability to determine the following aspects:

-Message persistence (ability to store a message until it is reliably delivered to the Application)

-Message acknowledgement (by the receiver and resending (by sender on No Ack time-out)

-Ordered delivery of messages (by use of Sequence numbers)

-Delivery status awareness for both sender and receiver (via state saving and status check- pointing)
The WS Reliability specification defines extensions to SOAP Header elements.  It is assumed that the payload is specified using a WSDL description.  While it is currently based on SOAP 1.1, it could be updated for use with SOAP 1.2, when it becomes a W3C Recommendation.

B.   Reliable Messaging (RM)  Model and RM Reply Patterns

In the Reliable Messaging Model described in this specification, the sender node sends a message

directly to the receiver node (i.e., intermediaries are assumed to be transparent in the WS Reliability specification). The receiver node, at an appropriate time, sends back an Acknowledgment message or Fault message to the sender node. 
There are three ways for the receiver to send back an Acknowledgment message or a Fault message to the sender.  These are referred to as the “RM Reply patterns,” which are defined as follows:

· Response RM-Reply Pattern:

We say that a response RM-Reply pattern is in use if the outbound Reliable Message is sent in

the underlying protocol request and the Acknowledgment message (or Fault message) is

contained in the underlying protocol response message corresponding to the original request.
· Callback RM-Reply Pattern:

We say that a callback RM-Reply pattern is in use if the Acknowledgment message (or Fault

message) is contained in an underlying protocol request of a second request/response exchange

(or a second one-way message), operating in the opposite direction to the message containing the outbound Reliable Message.
· Polling RM-Reply Pattern:

We say that the polling RM-Reply pattern is being used if a second underlying protocol request is

issued in the same direction as the one containing the outbound Reliable Message to act as a

request for acknowledgment. The Acknowledgment message (or Fault message) is contained in

the underlying protocol response to this request. This polling pattern is expected to be used in

situations where it is inappropriate for the sender of reliable messages to receive underlying

protocol requests.   

These three reply patterns are illustrated below in Figures 1-3:
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C.   WS Reliability Protocol Capabilities
Three types of message delivery capability are defined in the WS Reliability protocol:

· Guaranteed Delivery

To successfully deliver a message from a sender RMP to a receiver RMP without failure, or if this is not possible, to report the failure to the sender's application. To realize guaranteed delivery the message MUST be persisted in the sender RMP until delivery to the receiver is acknowledged, or until the ultimate failure is reported to it's requester.  There is a requirement of the underlying transport protocol that the message MUST be transported without corruption.  When message persistence is lost for any reason, it is no longer possible to continue to guarantee message delivery. Since the reliability of message persistence is A property of the system implementation, the conditions under which guaranteed message delivery holds is also a property of the system implementation.

Example 1).  A PC Server may use a HDD for it's persistent Storage, and those messages

persisted in the HDD are reliably maintained even if the the system software crashes and the

system is rebooted. However, if the HDD itself crashes, it is no longer possible to guarantee

message delivery.

Example 2).  A message persisted in a mobile phone may be lost when it's battery is detached. In

this case, message delivery is only guaranteed by proper battery maintenance of the mobile

phone.

· Duplicate Elimination

A number of conditions may result in transmission of duplicate message(s), e.g. temporary downtime of the sender or receiver, a routing problem between the sender and receiver, etc. In order to provide at-most-once semantics, the ultimate receiver MUST eliminate duplicate messages. Messages with the same Message Identifier value MUST be treated as duplicates.

· Guaranteed Message Ordering

Some applications will expect to receive a sequence of messages from the same sender in the

same order those messages were sent. Although there are often means to enforce this at the

Application layer, this is not always possible or practical. In such cases, the messaging layer is

required to guarantee the Message Order. This specification defines a model described in

Figure 3 to meet this requirement. When the sender application sent three messages (1), (2), and

(3) with Guaranteed Message Ordering, Receiver's RMP MUST guarantee the message order

when it makes those messages available to the receiver's application. With the case of Figure 3,

the receiver's RMP received message (1) and (3), the receiver's RMP makes message (1)

available to the application, but it persists message (3) until message (2) is received. When

receiver's RMP received message (2), it makes message (2) and (3) available to the application in order.
III.  WS Reliability demo scenario
A.  Overview

A sequence of two banking transactions are executed for BOW (Bank Of the World), using the same Sender and Receiver end-points:

a] The Sender is a branch office of BOW, and will remotely initiate these transactions.

B] The Receiver is a central BOW office where the accounts are managed.

- Transaction 1: moves $10,000 from account A to account B. (two WS operations: debit + credit, achieved by two distinct messages)

- Transaction 2: moves $8,000 from account B to account C.  (two WS operations: debit + credit, achieved by two distinct messages)

 
B.  Guaranteed delivery:

This will guarantee that each of these transactions is fully successful. We want both debit + credit ops to succeed. If one of these two messages was lost, it will be resent until being acknowledged by the receiver RMP.
If successful sending was not possible after a reasonable number of retries,  the sender application will be notified, so that it can take action, e.g. undo the transaction by other means.

(Business benefit: Failure rate of transactions is lowered. 

The recovery mechanism reduces the need for human intervention, and non-recoverable failures are notified without delay.

 

C.  Duplicate elimination:

If for some reason, either the debit message or the credit message in one of these transactions, is repeated (e.g. due to resending), the duplicate messages are eliminated, avoiding erroneous account operations.

(Business benefit: Avoids erroneous repeats of the same banking operation, which in turn would require costly adjustments later in terms of overhead, customer satisfaction, delays.

 

D.  Guaranteed ordered delivery:

The two transactions described above, operate on a common account (B). One is crediting B, the other is debiting B. It is critical that they are executed in order, so that B will not incur penalties if debited before being credited.

Guaranteed ordered delivery will guarantee that even if the debit message for (B) is received before the credit message, it will not be delivered to the Application until the credit message has been delivered.

(Business benefit: Avoids problems that would be created by unpredictable communication problems, which would have resulted in costly adjustments and would otherwise lower customer satisfaction.
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